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Abstract: Elucidating the role of nuclear quantum mechanical (NQM) effects in enzyme catalysis is a topic
of significant current interest. Despite the great experimental progress in this field it is important to have
theoretical approaches capable of evaluating and analyzing nuclear quantum mechanical contributions to
catalysis. In this study, we use the catalytic reaction of lipoxygenase, which is characterized by an extremely
large kinetic isotope effect, as a challenging test case for our simulation approach. This is done by applying
the quantum classical path (QCP) method with an empirical valence bond potential energy surface. Our
computational strategy evaluates the relevant NQM corrections and reproduces the large observed kinetic
isotope effect and the temperature dependence of the H atom transfer reaction while being less successful
with the D atom transfer reaction. However, the main point of our study is not so much to explore the
temperature dependence of the isotope effect but rather to develop and validate an approach for calculations
of nuclear quantum mechanical contributions to activation free energies. Here, we find that the deviation
between the calculated and observed activation free energies is small for both H and D at all investigated
temperatures. The present study also explores the nature of the reorganization energy in the enzyme and
solution reactions. It is found that the outer-sphere reorganization energy is extremely small. This reflects
the fact that the considered reaction involves a very small charge transfer. The implication of this finding
is discussed in the framework of the qualitative vibronic model. The main point of the present study is,
however, that the rigorous QCP approach provides a reliable computational tool for evaluating NQM
contributions to catalysis even when the given reaction includes large tunneling contributions. Interestingly,
our results indicate that the NQM effects in the lipoxygenase reaction are similar in the enzyme and in the
reference solution reactions, and thus do not contribute to catalysis. We also reached similar conclusions
in studies of other enzymes.

I. Introduction catalysis from current experimental approaches since it requires

In numerous enzymatic reactions one of the key steps, which & comparison of the NQM contributions in the given enzymatic
is often also the rate-limiting step, is a transfer of protons or éaction with those of the same reaction in an uncatalyzed
hydrogen atoms. Since these are comparatively light particles, "eference reaction, i.e., water solufigfor NQM effects to assist
the transfer is often associated with significant nuclear quantum in catalysis, it should reduce the reaction barrier in the protein
mechanical (NQM) effects (e.g. zero-point energy and tunneling Mmore than in the reference reaction). In some cases, such as
corrections). Thus, it is of significant interest to understand the €nzymes utilizing metal centers, it might be very difficult to
magnitude of NQM effects in enzyme reactions and their construct the relevant model system to study this reference
possible contribution to enzyme catalysi$.In general, it is reaction, which makes this comparison impossible. In other

difficult to deduce the actual role of NQM effects in enzyme cases, the enzyme and solution reactions are different, in which
the catalysis includes both the effect of changing the reaction

mechanism from the one in water to that in the enzyme and the
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and then to evaluate the role of the protein or the solution en- cases of proton and hydrogen atom transfer reactions where the
vironment in modulating these effects. In doing so, we must electronic coupling is usually large and the system cannot be
focus on the quantum mechanical correction to the activation described by the LandatZener approximation. In other words,
free energy since this is the primary factor that determines the in such cases, the diabatic approximation might be invalid, and
reaction rate (see below) and, thus, the possible catalytic effect.one should move to the adiabatic limit, which cannot be

The development of methods for simulating NQM effects in  described by the simple vibronic formula (see Discussion in
enzymatic reactions dates back to the early 1990s (see, e.g.ref 16). Using the phenomenological vibronic formula, the
refs 8, 9) and has recently been quite an active fiéltf:11 observed experimental isotope effect can easily be reproduced
However, most of the reactions studied this far involve relatively even though the parameters (e.g., the reorganization energy and
small NQM effects with KIE in the range of-2L0. Exploring the electronic coupling) may not describe the actual physics of
systems with very large KIE may therefore provide a more the given biological system. In this study, on the other hand,
stringent test on the available simulation methods and a clearerwe present a fully microscopic simulation approach that con-
benchmark for assessing the role of NQM effects in enzyme siders explicitly the nuclear quantum mechanical effects in the
catalysis. In the present study, we consider one of the mostsubstrate and proteirsolvent system. Our approach is based
spectacular examples of NQM effects in enzyme catalysis as aon the quantum classical path (QCP) ver&iof the centroid
benchmark, namely the reaction of lipoxygenase, which is a path integral approact, 2 and on a DFT based empirical val-
family of enzymes that dioxygenates polyunsaturated fatty ence bond (EVB) potential energy surface. Using this approach,
acids!?13Here, we report a microscopic simulation of the large we have succeeded to reproduce the very large observed KIE
kinetic isotope effect in soybean lipoxygenase (SLO-1) and its based on an actual microscopic simulation approach rather than
temperature dependence. This is, to the best of our knowledge,on a phenomenological model. This provides us with an
the first time that a very large nuclear quantum effect has beenapproach that is capable of examining the effects of the protein
simulated in a protein while considering the full dynamics of on the overall NQM effects and, thus, its role in enzyme
the proteintsolvent system. The basic reaction catalyzed by catalysis.
lipoxygenase enzymes is the peroxidation of 1,4-pentadiene

g 4 - S . .__II. Methods
containing fatty acids. This reaction is believed to proceed via
a radical mechanism (although other suggestions have been Il.1. The EVB surface. To simulate chemical reactions in proteins,
proposed, it seems that the radical mechanism is presently thdt is essential to have a reasonable potential energy surface. In the case
most widely supportédsvl‘) where the initial and rate-limiting of NQM calcglgtions, which r_equire long simulatiqns to converge tht_e
step consists of a hydrogen atom abstraction from the substratd® €Ny, itis also helpful if the relevant potential energy surface is
. . . . . . ... available in an analytical form. In this respect the EVB approach provide

to a non-heme iron active site. This transfer is associated with

. L . a very powerful tool. The EVB method has been described extensively
~ a0l
an exceptionally large kinetic isotope effelgi/ko ~ 80" which elsewhere (e.g., refs 2€29) and we only give a few key points here.

is significantly larger than what is commonly seen in proteins,  The EVB method is a QM/MM method that describes reactions by
kn/kp ~ 3—8. In a second step, the intermediate radical iS mixing resonance states (or more precisely diabatic states) that
oxygenated with molecular oxygen. correspond to classical valence-bond (VB) structures, which represent
From a theoretical point of view, it is undoubtedly a challenge the reactant intermediate (or intermediates) and product states. The
to try to account for the observed isotope effect in the protein potential energies of these diabatic states are represented by classical
by microscopic simulations without adjustable parameters. In MM force fields of the form:
previous studie$? the large kinetic isotope effect has been , _ ,
accounted for by fitting to the three-parameter vibronic Hi = € = 0gast Ui R,Q) T Us{RQ,r,q) + U{ra) (1)
formulatiort>17 (see also section 11.3). Such a phenomenologi-
cal fitting is rather straightforward but involves the following Here,R and Q represent the atomic coordinates and charges of the
problems: First, it is not clear how the obtained macroscopic diabatic states, andandg are those of the surrounding protein and
parameters relate to the corresponding microscopic system (se§°!VeNt0gesiS the gas-phase energy of it diabatic state (where all
below). Second, the expression used in the phenomenologicalthe fragments are taken to be at infiniflu=(R,Q) is the intramolecular
e . . potential of the solute system (relative to its minimutd}{R,Q,r,0
fitting is based on a treatméfitthat considers the system in

_ oo . represents the interaction between the solute (S) atoms and the
the diabatic limit (small electronic overlap between the donor g rounding (s) solvent and protein atomsr,q) represents the

and acceptor) and evaluates the transition probability betweenpotential energy of the protein/solvent system (“ss” designates sur-
the relevant vibronic states. Such an expression provides anrounding-surrounding)e; is given by eq 1 from the diagonal elements
excellent description of NQM corrections on electron-transfer of the EVB Hamiltonian Kevs). The off-diagonal elements of this
reactions (see, e.g., refs-182) but might well be invalid in Hamiltonian,Hj, are assumed to be constant or they can be represented
by a simple function such as an exponential function of the distances

9) gHgV%Tl%SféﬁSChu, Z.T.; Yadav, A.; Warshel, A. Phys. Chem1991, between the reacting atoms. Thé$gelements are assumed to be the
(10) Villa, J.; Warshel, AJ. Phys. Chem. R00Z, 105, 7887-7907. same in the gas phase, in solutions and in the proteins. The adiabatic
(11) Gao, J. L.; Truhlar, D. GAnn. Re. Phys. Chem2002 53, 467—505. ground-state energ¥y and the corresponding eigenvectGy are

(12) Brash, A. RJ. Biol. Chem.1999 274, 23679-23682.
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(14) Borowski, T.; Broclawik, EJ. Phys. Chem. B003 107, 4639-4646.
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77, 397-412. (24) Voth, G. A.Adv. Chem. Phys1996 93, 135-218.
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HevsCy = E,C 2
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The EVB treatment provides a natural picture of intersecting

electronic states, which is useful for exploring environmental effects
on chemical reactions in condensed ph&sdhe ground-state charge
distribution of the reacting species (“solute”) polarizes the sur-
roundings (“solvent”), and the charges of each resonance structure of
the solute then interacts with the polarized sol&nthis coupling
enables the EVB model to capture the effect of the solvent on the
guantum mechanical mixing of the different states of the solute. For

example, in cases where ionic and covalent states are describing the

solute, the solvent stabilizes the ionic state to a greater extent, and the
resulting ground state has more ionic character and more solvation
energy.

The simplicity of the EVB formulation makes it easy to obtain its
analytical derivatives (using the HellmanReynman theorem for eq
2) and, thus, to sample the EVB energy surface by MD simulations.

Table 1. B3LYP DFT Energy Points for Representing the
Potential Energy Surface for the Lipoxygenase Reaction
C-0 C-H O-H  AE (kcal/mol) C-0 C-H O-H AE (kcal/mol)
3.80 1.10 3.92 0.00 260 1.10 235 5.68
2.86 0.97 —11.49 120 142 13.26
3.00 110 297 0.23 1.30 131 15.39
150 1.50 24.88 140 1.20 11.21
2.03 098 -10.10 150 1.10 4.23
280 1.10 2.67 2.01 1.64 098 -—3.28
120 1.77 7.42 250 1.09 224 8.54
1.30 1.53 15.33 120 1.32 16.38
140 1.40 20.01 1.30 1.20 14.55
150 1.30 15.54 140 1.10 8.45
1.84 0.98 1.63 1.50 1.00 231
240 1.09 217 12.71
120 121 19.06
1.30 111 14.19
140 1.02 8.97

Running such MD trajectories on the EVB surface of the reactant state
can provide the free-energy functidng that is needed to calculate the
activation energyAg®. However, since trajectories on the reactant
surface will reach the transition state only rarely, it is usually necessary

these potentials are very similar, and the PB energy points can be used
as a model for the vacuum calculation. The calculation of each point,

defined by fixing the G-O distance and the €H or O—H distance,

to run a series of trajectories on potential surfaces that gradually drive \yas performed using the hybrid density functional B3LYP method in

the system from the reactant to the product staféhe EVB approach

its spin-unrestricted for#: 33 The geometry of the model complex

accomplishes this by changing the system adiabatically from one \yas first optimized with a doublg-basis set, and then the energy was

diabatic state to another. In the simple case of two diabatic states, this

“mapping” potentialem, can be written as a linear combination of the

reactant and product potentiats,ande:
en=1—0,) e+ 0,€

0=6,=1) 3)

When 6, is changed from 0 to 1 im+1 fixed increments
0/n, 1/, 2/n, ..., n/n), potentials with one or more of the intermediate
values off, will force the system to fluctuate near the TS.

The free energ\Gn, associated with changirfgy, from 0 tom/n is

evaluated by the FEP procedure described elsewhere. The free—energ)(I

functional that corresponds to the adiabatic ground-state sugfa@e
eq 2) is then obtained by the FEP-umbrella sampling (FEP/US)
method?® which can be written as

Ag(X) = AGy, — f INB(x — X) expE-AE(X) — ex(NIL, (4)

whereen, is the mapping potential that keepsn the region ofx'. If

the changes irn, are sufficiently gradual, the free-energy functional
Ag(X') obtained with several values af overlap over a range of,

and patching together the full set 6fg(x') gives the complete free-
energy curve for the reaction. The FEP/US approach may also be use
to obtain the free-energy functional of the isolated diabatic states. For
example, the diabatic free energyg: of the reactant state can be
calculated as

Agy(X) = AGp, — B IN[(x — X) expl-pley(x) — eI, (5)

The diabatic free-energy profiles of the reactant and product states
represent the microscopic equivalent of the Marcus’ paralidlas.

To parametrize the EVB surface we started by fitting the gas-phase
EVB surface to an ab initio surface represented by 26 points covering

g

recalculated for this geometry with a basis set of triplguality and a
single set of polarization function on each atom, lacv3p**. For iron, a
nonrelativistic effective core potential (ECP) was ugedll ab inito
calculations were carried out using the Jaguar progfaBince the
proteint-solvent environment is treated considerably better in the EVB
method, we have further refined the EVB surface to reproduce the
experimentaktc, at 300 K. This was done, however, without using
any information about the isotope effect or the temperature dependence
of Keat

The classical activation free energy was obtained with regular EVB/
mbrella sampling procedures. That is, all simulations have been
performed similar to standard MOLARIS all-atom simulati8#®The
system is spherical and divided into four regions: Region 1 is the EVB
region that contains the essential interaction parameters for the reaction
(in this case the bond Morse potentials, harmonic angle potentials, point
charges, and van der Waals parameters associated with that@Hs
of the lipid, the OH molecule, and the Fe atom and its directly ligating
atoms). Region 2 contains protein and solvent atoms up to an 18 A
radius and is represented with the standard ENZYMIX force field,
where the solvent molecules are subjected to the surface-constrained
I-atom solvent (SCAAS) bounda@hand the local reaction field (LRF)
odel®® The remaining protein atoms are kept fixed in their initial
position during the simulation. This system is finally embedded in a 2
A shell of Langevin dipoles and a dielectric continuum to simulate the
bulk solvation. The reaction is then driven by changing the force-field
parameters from the reactant state to the radical intermediate in 21 steps.
Each of these steps has been simulated for 40 ps. Finally, the obtained
84,000 energy points have been used to obtain the classical reaction
profile in Figure 1.

I1.2. QCP Simulations. With the analytical EVB surface of the

reacting system and its surrounding protewater system, our task is
to obtain the quantum correction to the classical activation free energy.

the reactant and transition-state region (see Table 1). These eNergyry 4o this, we use the quantum classical path (QCP) method developed

points were originally calculated with a PoisseBoltzmann (PB) solver
and a dielectric constante (= 4) as a simplified model of the
environment. Ideally, this fitting should have been done with ab initio
vacuum potentials, but since the charge transfer is small in this system

(27) Hwang, J. K.; King, G.; S., C.; Warshel, 8. Am. Chem. S0d.988 110,
5297-5311.

(28) Warshel, A.; Chu, Z. T.; Hwang, J. IChem. Phys1991], 158 303-314.

(29) Warshel, A.Computer Modeling of Chemical Reactions in Enzymes and
Solutions 1997 ed.; John Wiley & Sons: New York, 1997.

(30) Marcus, R. AAnnu. Re. Phys. Chem1964 15, 155.
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in previous studies of NQM effects in chemical reactions in solution
and protein$:?

(31) Becke, A. D.Phys. Re. A 1988 38, 3098-3100.

(32) Becke, A. D.J. Chem. Phys1993 98, 1372-1377.

(33) Becke, A. D.J. Chem. Phys1993 98, 5648-5652.

(34) Hay, P. J.; Wadt, W. Rl. Chem. Phys1985 82, 299-310.

(35) Jaguar, 4.0 ed.; Schrodinger Inc.: Portland, OR, 192D00.

(36) Lee, F. S.; Chu, Z. T.; Warshel, A. Comput. Chen993 14, 161-185.
(37) King, G.; Warshel, AJ. Chem. Phys1989 91, 3647-3661.

(38) Lee, F. S.; Warshel, Al. Chem. Phys1992 97, 3100-3107.
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Figure 2. Showing a schematic behavior of the classical and quantum

! ! ! mechanical description of a proton-transfer reaction. In the QCP quantum
-200 -100 0 -100 200 mechanical description, the nuclear wave function, and thereby the nuclear
distribution, is given by an ensemble of quasiparticles (here depicted as a
ring of green particles), whereas in the classical picture it is given by a
point particle (here depicted as a red particle). Similarly, the overall
probability distribution is given for the classical and quantum mechanical
description by the red and green line, respectively. Close to the reactant
geometry Xo, the quasiparticles can be at positions higher in energy than

The QCP approach, which is a version of the path integral ap- the point particle, which reflects the zero-point energy. In contrast, at an
proach®24expresses the nuclear quantum mechanical rate constant asnergyE < U(x*) the classical point particle cannot reach the transition-

state region, whereas some of the quasiparticles in the quantum mechanical
— - + description can. This gives a nonzero probability to penetrate the reaction
kam = Faml ke T/} eXpCAAG 4) ©) barrier and results in nuclear tunneling.

Eradical - Elipid (kcal/mol)

Figure 1. The classical free-energy barrier for transferring the hydrogen
atom from the lipid substrate to form the radical intermediate.

whereFqm, kg, T, h, andf are, respectively, the transmission factor,
Boltzmann’s constant, the temperature, Planck’s constant,Sand
1/ksT. The quantum mechanical activation barrieg¥m, includes

classical and quantized description, red and green lines respectively,
of a particle for a simple schematic one-dimensional potential. As
almost all the nuclear quantum mechanical effects, whereas only smalliIIUStratGd by the figure, a classical particl_e (req balls) with a tOt‘?I energy
effects come from the pre-exponential transmission factor in the case® = U* cannot pass from the left to the right side of the potential since

of systems with a significant activation barriéfFor convenience (and its energy is lower than the value of the pot_ential at_the transition state,
numerical stability) we therefore divide the reaction free energy into X ON the other hand, a quantum mechanical particle (represented by

classical and quantum mechanical parts according to the ring of green baIIs)_ can penetrate or “tynnel" through th_e barrier

since each of the quasipatrticles only experiences the potéttigip
+ _ + + rather thanU(x); note, however, that whep increases there is on
Ag qm(T) =AH o TASth + AAg cIaqm(T) (7) (Xk) . . p . -

average less energy per particle. This results in a nonzero probability

where the quantum mechanical correction can further be divided into © ble atthe t_rarl13|t|on rs]tate r']n the quantum description er\:en tr|10ugh the

a temperature-independent and temperature-dependent term tota energy Is lower than the tran3|t|0n_-st_ate energy. T € only reason
that tunneling does not occur so readily is the restoring force of the

oA ) . -
AAg*cI—-qm(T) = AAH? _ TAAS*QI—-qm(T) @) MQ2Ax%/2p term that “connects” the quasiparticles close to each other

at high temperature (smdl), and similarly, whem is large, the system
The quantum mechanical free-energy bartegq can be evaluated behaves_clas_smally. However, at low temperature and Wwhensmall, _
by Feynman's path integral formulatidh,where each classical the quasiparticles can s_pread and some of them can pene_trat;the barrier.
coordinate is replaced by a ring of quasiparticles that are subjected to | e duantum mechanical probability that the system will redcis
the effective “quantum mechanical” potential given by the ch_ance_ that the center o_f mass_of the quasiparticle ring
will be at this point. Similarly, the centroid path integral approach repro-
P 1 1 duces the quantum mechanical effects of the zero-point energy. That
Ugn = Z_MQZAXKZ +-U(x) 9) is, in the classical limit at low temperature the particle will relaxgo
&12p P On the other hand, in the quantum limit the systems will always have
o nonzero potential energy when the centroid position ig aince some
Here, Axc= X1 = X (Wherexy,1 = x1), Q = p/ifi, Misits mass, and  of the quasiparticles will be at = xo. Thus, at low temperature the
U is the actual potential used in the classical simulation. The total gyasiparticles can be at points whose potential energy are larger than
quantum me.chanlical partition funpnoq can thgn be obtamepl by running (y(x,) and will have larger average potential energy than the corre-
classmg! tra]ectques of the qua}s_lpartlcles_ W|th the potem‘ﬁ! The sponding classical particle. These effects reflect the zero-point energy.
probability of being at the transition state is this way approximated by } . S
A L Actual calculations of centroid probabilities in condensed phase
a probability distribution of the center of mass of the quasiparticles . . . )
reactions are very challenging and may have major problems with

(the centroid) rather than the classical single point. convergence. The QCP approach offers an effective and rather simple

The use of quasiparticles is a computational device whose use in . . S . . . .
. A . ... way for evaluating this probability without changing the simulation
explaining quantum effects is less straightforward than many qualitative Lo - . ; . )
program significantly. This is done by propagating classical trajectories

(and less reliable) models. Nevertheless, we provide in Figure 2 a on the classical potential energy surface of the reacting system and

gualitative rationalization for the fact that the path integral approach is using the positions of the atom of the system to generate the centroid

| val ntum mechanical eff . The figur: mpares th Iy ) " - .
able to evaluate quantu echanical effects. The figure compares t eposmon for the quantum mechanical partition function. This treatment

(39) Warshel, A.; Parson, W. WD. Rev. Biophys.2001, 34, 563-679. is based on the finding that the quantum mechanical partition function
(40) Feynman, RStatistical MechanigsBenjamin: New York, 1972. can be expressed?’as®

cl—gm
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Z,(%) = Zy () Texpf —(ﬂ/p)ZU(xk) -UEigL  (10)

wherexX is the centroid position,...[4, designates an average over the
free particle quantum mechanical distribution obtained with the implicit
constraint thak coincides with the current position of the corresponding
classical particle, andl..[j designates an average over the classical
potentialU. Using eq 10, we can obtain the quantum mechanical free-
energy surface by evaluating the corresponding probability by the same
combined free-energy perturbation umbrella sampling approach of eq g *®
4. Now we use the double average of eq 10 rather than an average
over a regular classical potential. At any rate, the main point of the -
QCP is that the quantum mechanical free-energy function can be evalu-
ated by a centroid approach that is constrained to move on the classical
potential. This provides stable and relatively fast converging results |
that have been shown to be quite accurate in studies of well-defined
test potentials (where the exact quantum mechanical results are §nown
This work uses, as an initial geometry, the lipoxygenase pdb entry
1YGE in the Brookhaven protein data bank, which is known to 1.4 A Figure 3. Showing a snapshot of the quasiparticles (depicted in green)
resolution?! Since, to the best of our knowledge, no structure has been during the simulation. The quasiparticles are used to represent the probability
solved with a substrate, we have manually docked in a substrate modeldensity of the reacting atoms in lipoxygenase. This representation enables
(CH:CHCH,CHCH,) and equilibrated the system thoroughly to avoid the atoms to be in classically forbidden configurations and, thus, tunnel

P ; . through the barrier. It can further be seen that the distribution of
short contacts and to better position it. Even though this model is quasiparticles are more spread out for lighter particles (i.e., the hydrogen

considerably smaller than the natural fatty acid, it still has all the atoms) than for the heavier (e.g., the carbon and oxygen atoms), which
important attributes of the substrate and, thus, should not give any results in an increased tunneling.

significant additional errors.

To obtain the NQM effects we run classical trajectories of the 16). It is also important to note that eq 12 should incldd®® rather
quasiparticles on the “quantum mechanical” potential given by eq 9. than the previously assumexE® as established in referencég? At
For these trajectories, we have used between 10 and 20 particles (any rate, since we cannot trust eq 11 when il large, we will here

quantity less than 10 particles seems to give unstable results; for theonly use it to qualitatively discuss the dependence of the NQM effects
results presented in this study, 18 particles are used). Also, since anygn .

reliable protein investigation should average the relevant energies over
protein configurations, the energy of the quasiparticle trajectory has lll. Results and Discussion

been averaged for every 0.5 fs of a 10 ps protein simulation. In the . - . .
end, the AAG'sqn(T) term is averaged over 20,000 protein and Previous vacuum ab initio calculatid4 of the potential

guasiparticle configurations. To compensate for the comparatively short ene.rgy surface of the hydroge“ atom trgnsfer in .a mlplmal model
simulation over the protein configurations (it turns out to be very time- fOr lipoxygenase have obtained activation barriers in the range
consuming to average both over protein and quasiparticle configurationsOf 12—34 kcal/mol, depending on the distance between the
with an 18-particle system), the system was first equilibrated thoroughly donor and acceptor atoms, basis set, and model size. The
for 500 ps. challenge, however, is to add the effect of the protein to the
I1.3. Qualitative Vibronic Approach. As was stated in the  calculated surfaces of the subsystem and then to evaluate the
Introduction, our system cannot be described by using the diabatic limit. rate constant with the nuclear quantum effects. This should

Nevertheless, it may be useful to discuss some features of the raproduce the observed isotope effect and temperature depen-
corresponding rate constant. That is, in the case of weakly coupled dence of the rate constant

reactant and product state, i.e., smalb,Fbne can express the rate
constant by (see, e.g., refs 15,16)

To address the above challenges, we started by calibrating
the gas-phase EVB potential energy surface using a B3LYP
Zklm,zm exp{—zhwr(mf + 1/2)/kBT} DFT profile accqrding to tr_\e procedure describc_ad in section
4 £ [I.L1. The resulting potential was then used in the QCP
= simulations. A snapshot from our simulation is shown in Figure
Zexp{ Zf’m)r(mr + 1/2)/kBT} 3. As mentioned in section 1.2, the quasiparticles (here depicted
m T in green) are used to represent the probability distribution of
_ 2 32 U2\t A E the reacting atoms. This way, atoms are able to partially be in
Kiman = [HiS I (T e Thc) ™ XPE-AG mnfkeT] - (11) regions that are energetically unavailable for a classical non-
wherelq is the classical solvent reorganization energy, which reflects tunneling representation. More specifically for lipoxygenase, the
the classical modes, arhy is the Franck-Condon factor for the ~ hydrogen atom that is being transferred from the lipid has a
transition between then and m' vibronic levels (which involve larger probability of being closer to the acceptor group (the OH
excitation of the vibrationswv;) of the reactant and product states, ligand bound to the Fe ion) and, thus, tunnel through the reaction
respectively. The activation free energygqm’, can be approximated  barrier. It can also be seen that the distribution of quasiparticles
by are more spread out for lighter particles (i.e., the hydrogen
atoms) than for the heavier (e.g., the carbon and oxygen atoms),
which increases their tunneling. At any rate, collecting the

kl 2

Ay = [AG" = hoo (ml, — m) + Ao) %43y (12)

. . L . _— (41) Minor, W.; Steczko, J.; Stec, B.; Otwinowski, Z.; Bolin, J. T.; Walter, R.;
The above equation is valid in the high-temperature limit and an Axelrod, B. BiochemistryL996 35, 10687-10701.

extension to the low-temperature limit is readily available (see ref (42) Warshel, AJ. Phys. Chem1982 86, 2218-2224.
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_— Table 2. Calculated and Observed Kinetic Parameters for

Hypothetical h : ; .
YPOHe Lipoxygenase Obtained in This Study?@
Zero point energy
. . temp Kfcat KDet Agy Agp Agty
Tunneling corrections (K) (s (s79) KIE (kcal/mol) (kcal/mol) (kcal/mol)

270 322(189) 1.0(2.0) 380 12.70(13.02) 15.89(15.47) 19.59
300 507(297) 6.0(3.7) 86 13.84(14.16) 16.50(16.79) 19.99
333 541(392) 18(5.7) 60 15.27(15.46) 17.98 (18.67) 20.43

aWe provide in brackets relevant experimental results estimated using
the kinetic parameters of ref 1.

we can average the classical free energy extensively to get an
accurate free-energy profile and a division into enthalpy and
entropy. This would virtually be impossible to simulate at the
same time as running trajectories over quasiparticle configura-
tions since the calculation time increases linearly with the
number of particles. The simulation of the nuclear quantum
mechanical correction, however, is less sensitive to sampling
over protein configurations, provided that the same reference
potential is used for both the hydrogen and deuterium form of
the reactants. It is also easier to obtain converged values for
the simulation of the temperature dependence of these correc-
tions since the temperature dependence is explicitly included

Figure 4. Showing the quantum mechanical corrections to the classical in the pOtentlal’UQ_m (€ in eq 9) rather than implicitly as in the
surface at the reactant state (RS) and transition state (TS). The nuclearc@se of the classical free energy.
guantum mechanical contributions (the zero-point energy [ZPE] and nuclear  The results of our ana|yses are summarized in Table 2 and

tunneling) are calculated by the QCP approach for the reactant and transitiong; : _
state Enom®° andEngm™). At the reactant-state geometry this contribution Figure 5. Table 2 provides a summary of the quantum me

is dominated by the zero-point energy, whereas at the transition state, theChanical rate constants, KIE and the correspondigd; and
zero-point energy is reduced by nuclear tunneling. Both these correction Ag*qm for the different temperatures. The Arrhenius plot, Figure

terms are larger for the lighter hydrogen atom, as compared to the deuterium,5 depicts the relationship between kognd 1T for three values
and results in a lower guantum mechanical reaction barrier for the hydrogen f AH:. (15. 16 d 17 kcal/mol d d bl

transfer Ag*y versusAg'p). The figure helps to emphasize that the quantum 0 l (1s, N an calimol, greep, red, an _ue,
mechanical free energy at the TS reflects the competition between com-respectively), which reflect the error range in our EVB refine-

paratively large positive ZPE and an opposing negative tunneling contribu- ment procedure. All these are almost parallel to the experimental
tion. Since the QCP method does not separate the ZPE and tunneling contri-(b|ack) line. The figure also includes, for comparison, classical
butions, we only provide a hypothetical estimate of the ZPE at the TS. (dashed) ”hes that correspond to tt,1e S and 'AS*

afvhé cl cls

statistics from the QCP simulation according to eq 10 in the but without NQM effects. Clearly, thAAgFc—qm term and its
framework of the umbrella sampling/FEP formulation of section decomposition depend also on simulation conditions; however,
I1.1 provided the quantum correction to the classical free-energy the uncertainties are small enough to make the three colored
profile. The quantum corrections for the ground-state and lines in Figure 5 representative of what we obtained.

transition-state regions at 300, are shown in Figure 4. Close ~ Interestingly, the classical activation free energy is rela-
to the reactant geometrys, the Exgu contains almost entirely  tively large for all these lines, givindG'(300) ~ 20 kcal/
the zero-point energy, whereas at the transition stdtethe mol. The rather large quantum correction-§ kcal/mol),

quantum mechanical correction term contains large contributions however, lowers the reaction free energy considerably, and we
from both zero-point energy and nuclear tunneling. These 0btainAg*m(300)~ 14 kcal/mol, which corresponds kgat,qm
contributions cannot readily be separated in the QCP approach? 500 s and is very close to the observig; ons= 300 s*.
Although it is quite easy to adjust the EVB parameters so It seems that the three calculated lines reproduce the experiment
that the observed activation barrier for H transfer at a specific Well. It is also very significant to note, see Table 2, that we
temperature is reproduced, it is much more challenging to reproduced all the observed activation free energies at all
reproduce the observed KIE without adjusting any parameter, temperatures within-0.5 kcal/mol.
and it is very challenging to reproduce the temperature As is clear from the large calculated and observed isotope
dependence of the rate constant. To address these challengegffect and the small slope of the Arrhenius plot, SLO-1 exhibits
we introduced the following two-step strategy. First we evalu- a very large NQM effect, which is consistent with an exception-
ated the classical activation barrier (by the classical EVB surface ally large tunneling contributioh However, since the centroid
and the umbrella sampling/FEP approach) at three temperaturegath integral approach gives the total NQM effect, it is hard to
(270, 300 and 333 K) to obtain the classical activation enthalpy determine what the actual contributions from zero-point energy
and entropy AH*; and ASY, respectively). This expansion, and tunneling are. At any rate, our main point is to evaluate
which corresponds to eq 7 withAgg—qm(T) = 0, givesAAH* the overall NQM effect and to demonstrate that the QCP
= 16 kcal/mol and-TAAS’y = 4 kcal/mol afT = 300 K. Next, approach can reproduce such a large effect.
we evaluated the QCP quantum correctidddg*ci—qm(T), in It is interesting to consider the calculated enthalpic and
the reactant and transition state regions for the same threeentropic contributions taAg*c—qm. The calculations ohAH¥
temperatures. This type of analysis was found in our computer and AASfym were found to be—14.3 kcal/mol and—27.5
experiment to be the most robust analysis. Using this procedure,cal/mol K, respectively, for the H transfer reaction. This gives
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Figure 5. Arrhenius plot. The figure depicts the experimental results (solid
black) and the corresponding theoretical results obtained for lipoxygenase;
AH*; = 15 (red), 16 (green), and 17 kcal/mol (blue), andAS = 4
kcal/mol. The dashed lines show the barrier with the same classical free-
energy contributionsAH¥; and AS%, but without the nuclear quantum
mechanical correctiom\Ag*e—qm in €q 7.

AH*qm &~ 1.7 kcal/mol, which is in very good agreement with
the experimentally observdgl, (Es" ~ 2.1). For the D transfer
reaction we obtair-9.2 kcal/mol and 20.0 cal/mol ®, which
givesAH¥qm ~ 6.8 kcal/mol and is in less impressive agreement
with the observed E.°? ~ 3.0). Apparently although our

NQM effects. It is also interesting to comment on the fact that
our study reproduced the observed temperature dependence and
the activation enthalpy of the H transfer reaction but does worse
in reproducing the trend in the D transfer reaction. It is well-
known that in the case of significant tunneling effects, the rate
constant is temperature independent and then starts to be
temperature dependeiit*¢ The transition between tunneling to
the activated region reflects the properties of the medium, e.g.
the reorganization energy and other factors that may be hard to
simulate exactly (especially when there is a competition between
the classical entropic effect, e.g. teS, of eq 7, and the
guantum corrections). The corresponding difficulty may be
appreciated by realizing, for example, that it is extremely hard
to obtain the freezing point of a protein by MD simulation. More
importantly, the main point of this contribution is the ability to
obtain stable results for the KIE and reasonable NQM effects.
This ability should allow us to use the QCP method to explore
the catalytic contribution of NQM effects (see section V).

Although our main aim is the establishment of a reliable
simulation approach that reproduces NQM contributions to
activation free energies, it is of interest to examine why some
enzymatic reactions show large NQM effects and large KIE,
while others only show small effects. Here one can consider
two issues, the nature of the intrinsic potential surface and the
coupling to the protein environment.

To explore this, we performed several additional calculations.
First we evaluated the NQM contributions for the reaction of
the active-site cluster in water, the reference reaction referred

approach can evaluate the very large difference between the in section I. The calculation for 300 K gave the'yn values

classical and quantum mechanical temperature dependence, Wgf 13.68 and 16.42 kcal/mol for H and D respectively, and a
are not yet at the stage where we can reproduce the much morg|e close to 100 (however, since the simulation of the water
challenging temperature dependence of the kinetic isotope eﬁecrsystem seems to give less stable results than the protein
(reproducing simultaneousB.™ andEz"). The fact that thisis  simulation, they are an average over several different runs and,
a much less stable quantity can be established by the experinarguably, less accurate than the precision indicates). At any
mental observation that the lle553Ala mutation chan§g#o rate, these values are quite similar to the corresponding values
by a factor of 150 (and&d" — Ea” by —3.1 kcal/mol) while i the enzyme (13.84 and 16.50 kcal/mol and 86 #g'm)n,

leavingkearand the KIE almost unchangédhis point willbe - (Agt, ) and KIE, respectively). The significance of this finding
further discussed below and in section IV. Again, we emphasize || pe discussed below.

that we succeeded in reproducing the overall experimexgal
to within 0.5 kcal/mol, so that the relatively large deviation in
AH¥ is compensated by the changes+MASF and we obtain a
small deviation inAg¥.

In general, it is extremely challenging to obtain quantitative
entropic and enthalpic contributions by computer simulations
of protein#344and it is much simpler to get stable activation
free energy due in part to the well-known enthat@ntropy
compensation effed¢® Thus, it is reasonable to find that we
can reproduce the overall NQM contribution to the activation
free energy of eq 7 but may have difficulties providing the

In the second set of calculations, we have evaluated the total
reorganization energyd4, and its inner- and outer-sphere
components according to

A= dgm + Ag" A" (13)
whereldqm is the quantum mechanical contributionfofwhich
is described by the corresponding Fran€kondon frequencies)

andA is the classical contribution of the reorganization energy.
The classical reorganization energy is further divided into inner-

detailed decomposition to temperature-dependent and -inde-2nNd outer-sphere  contributions, which is denoted by the

pendent terms. At this point, we also mention that we are not SUPETSCript “in” and “out’. However, it is important to realize
that the total reorganization energy is evaluated rigorously by

free energy in proteins. Here, we do not consider gas-phaseenergy surfaces (e.g. thé, of eq 5). The total classicalcan

studies of hydrogen transfer reaction that may perhaps reproducé€n Pe decomposed into the different contributions of eq 13
the small observed temperature dependence of the isotope effecty the dispersed polaron treatment (see ref 50) where the origin
but cannot simulate the effect of the protein and thus cannot SNifts and frequencies of the modes that are treated quantum

help in elucidating the possible role of the protein in enhancing mechanically in eq 12 determniqu'". Itis glso important to
note that the above reorganization energies are evaluated by

(43) Levy, R. M.; Gallicchio, EAnn. Re. Phys. Chem1998 49, 531-567.
(44) Villa, J.; Strajbl, M.; Glennon, T. M.; Sham, Y. Y.; Chu, Z. T.; Warshel,
A. Proc. Natl. Acad. Sci. U.S.200Q 97, 11899-11904.

(45) King, G.; Warshel, AJ. Chem. Phys199Q 93, 8682-8692.
(46) DeVault, D.Q. Re. Biophys.198Q 13, 387—564.
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classical simulations and not by the QCP treatment, which is It is also useful to point out that,°" is small, not because
not based on eq 12 but rather considers the dynamics of thethe protein is rigid as was previously suggestedut because
system by a much more rigorous quantum treatment. the reaction is associated with a minimal charge transfer and,
The values of the inner-sphere reorganization energy are notthus, a small response by the protein environment (the possible
so relevant here since the largest component comes from theeffect of 1¢°"t on the temperature dependence of the KIE will
stretching and bending coordinates, which are treated quantumbe considered in the next section).
mechanically (corresponding " in eq 13). It also reflects
the effect of the donor and acceptor distance on the contribution
from the stretching coordinate to the energy gap € ). Examination of the role of NQM effects in enzyme catalysis
Furthermore, the intramolecular reorganization energy is strongly is @ problem of significant current interest (e.g., refs 1, 3, 6).
correlated with H,, a point that is rarely realized in the field To explore this issue in a unique way it is very advantageous
(as discussed in ref 16, a smallegband smallerd will give to augment the available experimental approaches by reliable
the same adiabatic barrier). The outer-sphere contribution to simulation methods capable of reproducing the relevant NQM
the reorganization energy, on the other hand, is a meaningfulcorrections to the activation free energy and to allow one to
parameter that can fairly readily be obtained from MD simula- analyze the protein contributions to this effect. To validate such
tions, as is well-known in the field of ET; see, for example, ref approaches it is useful to demonstrate the performance of the
39. Thus, the main point of the present analysis is the evaluationgiven simulation method by reproducing large NQM effects
of the outer-sphere reorganization energy®{). The outer- and large KIE. This work used the QCP method in simulating
sphere reorganization energy was evaluated by the linear re-the very large KIE and large NQM effect of lipoxygenase. We
sponse approximatidhthat allows us to decompose the reorga- have demonstrated the robustness of the method in evalu-
nization energy into additive contributions that are evaluated ating the NQM effect and obtained reasonable results in the

IV. Concluding Remarks

according to extreme challenging task of evaluating the temperature depen-
dence of the rate constant for the H atom transfer reaction but
A% =1/2[6,% — €, 0 — &% — €, ] (14) obtained less encouraging results in simulating the temper-

ature dependence of the rate constant for the D transfer reac-
tion. The difficulties of reproducing the temperature depend-
ence of the rate constant reflect a well-known difficulty in
reproducing temperature dependence of free energies by mi-
croscopic simulatiod®4 It also seems to reflect an actual
physical instability demonstrated by the effect of the lle553Ala
mutation that change&./Ap by a factor of~150 while leaving
keat (and thereforeAAg®) unchanged. Thus, despite the dif-
Jiculties of obtaining the temperature dependence of the KIE,
we have demonstrated that the QCP approach satisfies our re-
quirement of obtaining a robust way to evaluate NQM contribu-
tions to activation free energies (this is established in Table 2).
It is interesting to discuss the decomposition &gt into
effective enthalpic and entropic contributions. We find that the

Here, 1% is the ath contribution to the reorganization energy
(e.g., the electrostatic contribution) andf] designates a MD
average over staie Our calculation found an extremely small
Ac®Y i.e., ~2.54 1 kcal/mol for both the solvent and protein
reactions. This is clearly a much smaller value than the 3D
kcal/mol that has been estimated from phenomenological fitting
to eq 11 (e.g., ref 1). Of coursg, also includes intramolecular
modes of the reacting system (inner sphere) that are not include
in the quantum mechanical representation of eq 12. The
corresponding values can be evaluated rigorously by the
dispersed polaron treatment. This is out of the scope of this
work since the use of eq 12 is qualitative. However, it is clear

that the modes which correspond to the derarceptor distance ; ]
P P rather large classical activation enthalpgyH* ~ 16 kcal/mol)

contribute significantly tolq™. . X . .
is reduced drastically by a negative contribution from the
In general, we are aware of other cases where phenomeno-

. } - . - AAH*y .qmterm in eq 8. The entropic contribution, on the other
logically fitted reorganization energies did not correspond to . . . : .
. ; ) hand, increaseag’qm with both its classical and quantum
the value obtained by a proper microscopic treatment (e.g., see

: S . ~~“mechanical contributions. Thus, the torsff* reflect a major
ref 22). Atany rate, the WOS‘ important fmdmg of Fhls anaIyS|s_ compensation between enthalpic and entropic contributions. This
is the fact that the protein or solvent reorganization energy is

onlv ~3 kealimol. which is considerably smaller than the tvpical compensation is the reason (despite the difficulties of evaluating

y ’ . Yy yp the exactAAS ym and AAH*, for both the H and D transfer
value of~20 kcal/mol obtained for proton, electron, and other reactions) we obtain very reasonable overallgton for both
charge transfer reactions (e.g., refs 6, 10, and 48). y Gam

. . H and D.
Since the protein, or solvent, modes have very small effect

; h | be iudaed f h The overall trend of the transition of the rate constant from
on our reacting system (the so u_te) as can be judged from t etempera’ture-independent to temperature-dependent range is
very small outer-sphere reorganization energy, it is clear that

L ; . extremely well-known in the electron transfer (ET) community
the NQM effects primarily reflect the properties of the reacting (see, e.g., ref 46). Such trends were reproduced previously in
fysltem”. Thus,_tr;e large KIEf seem to hreflect the f?th that the simulating ET reactions in the inverted regitrin the case of
solute Fotenga efnergyhsurr?cde Is rather n?rrow. d%;g' our proton and hydrogen atom transfer reactions the challenge of
very_g.\a(;y sl,tu y Elémm er hydrogen transfer rea 0 reproducing the temperature dependence is larger since the
provided a large ) coupling of the solute and solvent coordinates is more complex
(47) Muegge. 1 Qi. P. X.. Wand, A. J.. Chu, Z. T.; Warshel JAPhys. Chem and the reaction is usually inherently adiabatic (this makes the
B 1997 101 825-836. i " use of simple analytical rate expressions problematic). In
48) Bjerrum, M. J.; Casimiro, D. R.; Chang, I. J.; Dibilio, A. J.; Gray, H. B.;
“9 H{II, M. G.; Langen, R.; Mines, G. A ; Slgov, L. K.; Winkler, J. R.; \);Vuttke, general, the temperature dependence of the NQM effect can be

D. S.J. Bioenerg. Biomembd 995 27, 295-302.
(49) Warshel, A.; Bromberg, Al. Chem. Phys197Q 52, 1262-. (50) Warshel, A.; Chu, Z. T.; Parson, W. \8ciencel989 246, 112-116.
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due to coupling of the reaction coordinate with both the the classical and quantum activation barrier is in the range of
orthogonal solute and solvent coordinates. This may involve 0.5 kcal/mol, we anyhow do not have a significant NQM (in
fluctuations of the classical modes and the corresponding this case the NQM contributions to catalysis is also small). Thus,
difference between the potential energy of the reactant andwe feel that we have a reliable tool for studying the NQM
product state and fluctuations in the dorercceptor distance  contributions to catalysis.

and, thereby in kb. The increase in the fluctuations of classical The present work compared the NQM contribution to the
modes is expressed in the vibronic approach in the reorganiza-activation free energy in both the enzyme and the gas-phase
tion energy,iq. In general, if the reorganization energy is reactions and found the corresponding contributions to be
temperature-dependent we may reach a point whegres similar. The same calculations were performed for the solution
sufficiently large to move us from the tunneling region to the reaction in which we obtained a KIE ef100. This should be
activated region. This is particularly true in the present case, compared to the 86 obtained for the protein reaction. However,

which would correspond to the inverted regibrthe diabatic it seems that this value is more sensitive to proper sampling,
limit was valid. Assuming, however, that the general trend of and therefore more uncertain, for the water simulation than for
eq 11 is qualitatively relevant, one would have expeéigtb the protein. At any rate, the NQM contribution ke appeared

become classical befork; when A is increased by the  to be very similar in the two systems, which indicates that the
temperature. However, in the present case, the contribution ofenzyme does not use NQM to catalyze its reaction in lipoxy-
the protein tol is very small and unlikely to play any significant  genase.
role in controlling the temperature dependence of the rate Obviously, we are not yet at a stage where we can provide a
constant. Nevertheless, the contribution of the reacting fragmentsgeneral conclusion about the role of tunneling in enzyme
to the temperature dependencegf (i.e., A¢[") might affect catalysis. However, several points seem to emerge from this
the temperature dependence of the rate constant. It is alsoand earlier studies (e.g., ref 10). That is, it is in general hard
possible that the interaction between the protein and the substratdéor enzymes, which are quite flexible, to change the width of
changesi¢" and thus affects the temperature of transition the solute potential energy surface in a drastic way and thereby
between the tunneling and activated ranges. Unfortunately, modulate the NQM effects. The solvent contribution to the
obtaining the exact transition temperature is very challenging potential energy surface, and the reorganization energy, can be
and is clearly out of scope of the present work. changed significantly in cases of charge transfer reactiimst

We also feel that the interest in evaluating the temperature this does not seem to lead to large changes in the NQM effects.
dependence of the NQM effects is somewhat overrated as muchThus, although NQM effects can be quite large, they are usually
as enzyme catalysis is concerned. Here the main issue is thesimilar in the enzyme and solution reactions.
difference between the activation free energies of the reactant  acknowledgment. This work was supported with computer

in the enzyme and in solution. As is clear from Table 2, We (ime py University of Southern California High Performance

can reproducedg’y and Ag'p in all the temperatures studied  computing and Communication Center (HPCC), and financially
despite the difficulty in reproducing the qbserved temperature py the Swedish research council, VR, and by NIH Grant GM-
dependence of the KIE. One may consider the difference of 40283, we also thank J. Villa for initial discussions.

~0.5 kcal/mol between the calculated and observed activation
barrier as a significant problem (although the experimental error JA037233L
is around 0.3 kcal/mol). However, when the difference between (51) warshel, AProc. Natl. Acad. Sci. U.S.A.978 75, 5250-5254.
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